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Abstract

Animals can quickly adapt learned movements in response to external perturbations.
Motor adaptation is likely influenced by an animal’s existing movement repertoire,
but the nature of this influence is unclear. Long-term learning causes lasting changes
in neural connectivity which determine the activity patterns that can be produced.
Here, we sought to understand how a neural population’s activity repertoire, ac-
quired through long-term learning, affects short-term adaptation by modeling mo-
tor cortical neural population dynamics during de novo learning and subsequent
adaptation using recurrent neural networks. We trained these networks on different
motor repertoires comprising varying numbers of movements. Networks with mul-
tiple movements had more constrained and robust dynamics, which were associated
with more defined neural ‘structure’—organization created by the neural population
activity patterns corresponding to each movement. This structure facilitated adap-
tation, but only when small changes in motor output were required, and when the
structure of the network inputs, the neural activity space, and the perturbation were
congruent. These results highlight trade-offs in skill acquisition and demonstrate
how prior experience and external cues during learning can shape the geometrical
properties of neural population activity as well as subsequent adaptation.

Introduction

From walking to grasping objects, movement enables us to interact with the world. Mastering a
skill requires many hours of practice, be it during development or in adulthood. In contrast to
long-term skill learning, adapting existing skills to environmental perturbations is a much faster
process: after learning to ride a bike, adapting to foggy weather or uneven roads is much easier.
Existing motor repertoires acquired through long-term learning likely form the foundation for
short-term motor adaptation, but it is unclear how different repertoires can affect adaptation,
even for common experimental perturbations like visuomotor rotations (VR)1 or force fields2.
This lack of understanding stems from the experimental challenge of characterising an animal’s
entire behavioural repertoire learned throughout their lifetime, and implies that the interplay
between available neural activity patterns and rapid adaptation remains largely unknown3.
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Recent work has focused on the coordinated activity of neural populations to begin to shed
light on the neural basis of motor adaptation4–6. In this neural population view, brain function
is not build upon the independent activity of single neurons, but rather on specific patterns of
neural co-variation (from now on, simply ‘activity patterns’)7–9. In practice, these activity pat-
terns can be examined by building a neural (state) space where each point denotes the state of
the neural population. Numerous studies (e.g. Refs. 10–15) have found that the activity of even
hundreds of simultaneously recorded neurons is well captured by relatively few population-wide
activity patterns, an observation consistent with neural population activity being constrained to
a low-dimensional surface—a ‘neural manifold’—that can be estimated by applying a dimension-
ality reduction method16–18. Interestingly, this neural manifold is likely shaped, at least partly,
by the underlying connectivity of the network15,19–21. Previous work suggests that long-term
learning causes changes in circuit connectivity22–25, which may in turn change the geometrical
properties of an existing neural manifold as well as the activity within it — the so-called ‘la-
tent dynamics’. In contrast, short-term motor adaptation may be achieved without significant
changes in circuit constraints6,26. Indeed, using a brain-computer interface that mapped neural
activity onto computer cursor movements, Sadtler et al.15 showed that it is easier to adapt to
perturbations that require only neural states that lie within the existing neural manifold: while
animals can learn to produce activity patterns within the existing manifold in a matter of min-
utes or hours, producing activity patterns outside the existing manifold takes several days15,19.
To learn outside-manifold perturbations, new activity patterns need to be used, which may ne-
cessitate changing the synaptic connectivity of the circuit19. Combined, these results suggest
that long-term motor learning changes the circuit connectivity to create new neural population
latent dynamics whereas short-term motor adaptation may reuse existing ones27.

Yet, studying the interplay between an animal’s existing motor repertoire and its ability
to adapt a known behaviour remains challenging due to the complex organisation of existing
motor skills within neural activity space. Similar behaviors (e.g., various wrist manipulations
or grasping tasks) may share similarly oriented task-specific neural manifolds12, while dissimilar
behaviors (e.g., reaching and walking in mice) may have almost orthogonal manifolds even if
they share similar movements14. Furthermore, experimentally, it is impossible to quantify the
entire repertoire of motor skills that an animal has, which poses a challenge to investigate how its
behavioral repertoire influences motor adaptation. Moreover, in virtually all motor adaptation
studies, animals must adjust to perturbations on a specific laboratory task they have already
learned, and adaptation is only examined with respect to a ‘baseline period’ (e.g. Refs. 1,2,4–
6,15); this approach ignores, for practical reasons, the relationship between the adapted behavior
and all the other motor skills the animal has previously acquired.

To overcome the experimental challenges of assessing an animal’s lifelong experience, here
we examined how the existing motor repertoire can affect adaptation differently using recurrent
neural networks (RNNs). Similar networks have been able to reproduce motor output and key
features of latent dynamics from experimental recordings28–31, including during adaptation26,32.
Here, we modeled the latent dynamics of the motor cortex during de novo learning and sub-
sequent adaptation. We trained our networks on different repertoires with varying numbers
of movements, using movement trajectories modified from experimental recordings of monkey
reaches6,33. We hypothesized that networks with larger motor repertoires would adapt to per-
turbations more easily since they are already able to produce a broader set of activity patterns.
In conjunction, we investigated how both the organization of latent dynamics in neural space
and the structure of the cues present during learning impacted adaptation.

By systematically training networks in two stages comprising of de novo learning and subse-
quent adaptation, we found that larger repertoire networks could adapt to perturbations more
quickly, but only under certain circumstances. The way the latent dynamics of multiple move-
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ments were organized in neural space shaped subsequent adaptation: adaptation was facilitated
when the latent dynamics were organised in a way that was congruent with the motor out-
put changes required by the perturbation, and when only small changes in motor output were
needed. This suggests that ease of adaptation is affected not only by its relation to the existing
manifold15,19, but also by the organization of the latent dynamics within it, and this organi-
zation is affected by past learning experiences. This observation also highlights an inherent
trade-off in skill-acquisition: mastery of more movements better defines the structure of the
neural manifold. This, in turn, facilitates adaptation that requires small changes in behavior,
but potentially harms adaptation that requires large changes or when the learning experience is
different.

Results

Probing the impact of de novo learning on subsequent adaptation with RNNs

To understand how a neural population’s existing activity patterns affect its ability to change
its activity, we used RNNs to model motor cortical neural population dynamics following de
novo learning and subsequent adaptation (Figure 1A).

To model de novo skill learning, we trained the networks on repertoires with different num-
bers of movement directions. The movements were modified from experimentally recorded
center-out reaches from monkeys (data from Perich et al.6, Figure 1B, Methods). For each
reach, monkeys were first presented with a visual target; after a variable delay period, a go cue
indicated they could execute the movement. To address our hypothesis that having a larger
motor repertoire would facilitate adaptation, we used repertoires of different sizes, ranging from
one to four movement directions (Figure 1C). Single movement repertoires comprised a sin-
gle reach to -10° while multi-movement repertoires comprised movements in directions equally
spaced between -10° and -50°, unless otherwise specified. Note that we intentionally used net-
works with only up to four movements to make our simulation results intelligible by comparing
simple models. Importantly, all repertoires included the -10° direction, so all networks learned
to produce this movement, allowing for comparisons across networks trained on different reper-
toires. Networks were given the angular direction of these movements as inputs along with a
‘go’ cue (occurring 0.5–1.5 s after the direction cue) to mimic the instructed delay reaching task
performed by the monkeys (Methods).

To model motor adaptation, we subsequently trained these networks to counteract a visuo-
motor rotation (VR) on the shared movement direction they had all learned (Figure 1D). VR
is a commonly used experimental paradigm to examine motor adaptation1,34–36 in which a ro-
tational transformation is applied to the motor output. In this case, we applied a 10° rotation
(counterclockwise), which the networks had to counteract by producing output in the opposite
direction. By probing adaptation on only one common movement, we could assess how entire
motor repertoires contribute to adaptation of a given movement, and compare the adaptation
performance across repertoires.
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Figure 1: Probing de novo learning and adaptation with RNNs. A. RNNs were trained
to produce ‘hand positions’ as output. They were given a target signal that specifies the reach
direction, and a hold signal that indicated movement initiation. The target signal indicated
the angular direction, unless otherwise specified. The input and recurrent weights were learned
(plastic) while the output weights were fixed, unless otherwise specified. B. RNNs were trained
on hand trajectories modified from experimental recordings from monkeys performing a center-
out reaching task (left). Subsequent adaptation was studied using a classic visuomotor rotation
paradigm (VR, right), in which visual feedback is rotated by a fixed angle around the center of
the workspace. C. Networks were trained on repertoires with different numbers of movements
(from one to four) to model de novo learning. All multi-movement networks (2 mov., 3 mov.
and 4 mov.) covered the same angular range. D. Networks were later trained to counteract VR
perturbations for only the one common movement to understand the influence of the existing
motor repertoires on adaptation.

Multiple movements produce more constrained and robust dynamics that are
structured in neural activity space

We first trained networks to produce repertoires comprising one to four different movements
to understand the resulting differences in underlying network activity. Following the initial de
novo learning phase, all the networks were able to learn each of the repertoires (Figure 2A) with
comparable performance (Figure 2B), as quantified by the mean squared error between target
movement trajectories and produced movement trajectories. This indicates that any differences
in their ability to adapt will not be due to how accurately they can generate motor output, but
rather to differences in the network dynamics that can be produced based on their acquired
motor repertoires.

While performance was similar, we had predicted that differences in the motor repertoire
will lead to differences in the neural dynamics produced by the networks. To compare across
different repertoires, we examined the dynamics as the networks were producing the movement
that was shared across all repertoires (-10°).

We focused on network activity during both preparation and execution of the same target
motor output. We calculated the population latent dynamics by projecting the activity of all 300
units in our networks onto a lower-dimensional neural manifold identified by performing Principal
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More constrained dynamics produce more variable behavior in multi-movement networks

More robust dynamics in multi-movement networks that are structured in neural space

Figure 2: Networks that have acquired multiple movements produce more con-
strained and robust dynamics that are structured in neural activity space. A. Motor
output of networks trained on different repertoires following de novo learning. B. Loss during
motor skill training. Loss was calculated as the mean-squared error between the network output
and target positions. Line and shaded surfaces, smoothed mean and 95% confidence interval
across networks of different seeds. C-F, H. Following de novo learning, networks were tested
on the one shared movement. C. Variance in unit activity for networks trained on different
repertories. Inset: Variance in the output-null subspace and output-potent subspace of the unit
activity with respect to the produced output. Individual lines, different random seeds; Circles
and error bars, median and 95% confidence intervals with bootstrapping. *** denotes 0.001, **
0.01, * 0.05 for Wilcoxon signed rank tests. D. Same as Panel C, but for the variance in latent
dynamics. E. Same as Panel C but for variance in motor output. Inset: variance in position in a
single reach for networks trained on 4 movements to that for monkeys trained on the center-out
reach task (data from Ref. 6). Note that the networks, which only know a few movements,
generally have less variance than monkeys that know many more movements. F. Mean-squared
error of output when noise of increasing magnitude is added to the neural activity. Line and
shaded area, median and 95% confidence interval. G. Motor output with (grey, pink gradient)
and without (purple, green) increased noise added (η = 1) for example networks with one- and
two-movement repertoires. Color gradient, time-course of the movement execution (legend). H.
Same as Panels C–E but for velocity in the x direction for motor output when noise (η = 1) is
added as per Panel G. I. Motor output for different target cues for a sample network with two-
movement repertoire. Colors, different target cues (target cues that network has been previously
trained on have higher opacity); circles, target endpoints for each movement; pink background,
range of known movements.

Component Analysis7,37 (PCA) (Methods). The main differences in the activity produced by
networks with different repertoires was between single-movement and multi-movement (2, 3, or
4 movements) networks: multi-movement networks had less variance in both single unit activity
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(Figure 2C left, P = 9.8 · 10−4, Wilcoxon signed rank test; Figure S1A-C) and latent dynamics
(Figure 2D, P = 0.02, Wilcoxon signed rank test; Figure S1D-F) than single-movement networks,
suggesting that the network activity becomes more constrained when multiple movements need
to be embedded in the neural space. Intriguingly, despite their lower variance in activity, multi-
movement networks had greater variance in motor output (Figure 2E, P = 9.8 · 10−4, Wilcoxon
signed rank test; Figure S1G-I; Figure S2)—which was more comparable to experimental reaches
(Figure 2E right)—even though all the networks were performing the same movement. How can
these apparently contradictory observations be reconciled? We hypothesized that the more
variable latent dynamics of single-movement networks may lie on directions of activity space
that do not affect motor output, i.e., those defining the ‘output-null’ subspace38. Separately
computing the variance of the latent dynamics within the output-null subspace and the ‘output-
potent’ subspace (i.e., the dimensions that affect the network output), confirmed this prediction:
the greater variability of the latent dynamics of single-movement networks was largely confined
to the output-null subspace, and thus did not lead to more variable motor output (Figure 2C
right, see Methods). These results also held when networks were trained on synthetic reaches that
were more stereotyped than actual monkey reaches (Figure S3). Thus, greater constraints in the
network dynamics were characteristic of multi-movement networks, but these more constrained
dynamics did not necessarily translate into more consistent behavioural output.

How may these constraints affect the network’s ability to generate robust latent dynamics
driving motor output? We predicted that they may lead to greater robustness against noise39.
We examined this by changing the amount of simulated noise applied to the unit activity, and saw
that multi-movement networks were indeed more robust against higher noise levels than single-
movement networks (Figure 2F). To probe this further, we increased the noise five-fold compared
to pre-training and measured how the output was affected (see examples in Figure 2G, with the
two-movement network representative of multi-movement networks). Intriguingly, while motor
output for single-movement networks circled back and became twisted, that for two-movement
networks shifted toward previously learned outputs at this high noise level (Figure 2G). This
systematic shift suggests that learning multiple movements creates structure in the neural ac-
tivity space that maps to structure in the motor output, that is, the trajectories described by
the latent dynamics driving each movement are organised in neural space in a way that is con-
gruent with that of the movements. With this underlying ‘congruency’, noise in the activity
space caused two-movement networks to explore other activity states that led to movements
intermediate to those that had been previously learned (Figure 2G). This led to mostly linear
trajectories with greater forward movement, as quantified by the velocity in the x direction dur-
ing execution (Figure 2H, P = 9.8 · 10−4, Wilcoxon signed rank test), in contrast to the twisted
and tangled movements produced by single-movement networks. Moreover, with this under-
lying structure, two-movement networks were able to generate intermediate movements that
they had not previously learned when probed with the appropriate input signal (Figure 2I, Fig-
ure S4B,C). Combined, these results suggest that learning multiple movements creates structure
in the neural activity space that effectively makes more intermediate activity patterns available.
The availability of these additional activity patterns may facilitate adaptation.

Networks with larger repertoires can adapt to a perturbation more easily

To directly assess the prediction that the additional structure in neural activity space of multi-
movement networks may facilitate adaptation, we applied the same small VR perturbation of
10° to networks with different movements (Figure 3A,B). In general, networks that had learned
larger repertoires were able to adapt more quickly (Figure 3B,C, Figure S4D,E), and without
catastrophic forgetting (Figure S5). Comparison of adaptation performance across networks
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with different motor repertoires revealed two trends. First, all three types of multi-movement
networks adapted much more rapidly than single-movement networks, as predicted. Within 100
adaptation training trials, multi-movement networks converged to a performance comparable
to baseline. Single-movement networks, in contrast, could not fully adapt and had average
errors 20% larger than that of the multi-movement networks (Figure 3B). Second, within multi-
movement networks, those with larger repertoires also adapted more quickly than those with
smaller repertoires (Figure 3C). These differences were smaller than those observed between
single and multi-movement networks, suggesting that there may be two different processes at
play. To understand the neural underpinnings of these two processes, we further examined the
dynamics and behavior of the networks.

0 20 40
0.15

0.20

0.25

0.30

0.35

Lo
ss

1000.0 0.5 1.0
Training trial

0.0

0.2

0.4

0.6

0.8

1.0

1 mov. 2 mov. 3 mov. 4 mov.

1 Mov.2 Mov.3 Mov.4 Mov.
Repertoire

0.10

0.05

0.00

De
ca

y 
co

ns
ta

nt

* * ** * ** * * * * ** * * *
A C

B

θr = 10°

VR adaptation across repertoires following de novo learning

Figure 3: Networks with larger repertoires can adapt to perturbations more easily.
A. Motor output of networks trained on different repertories (legend) following adaptation to a
counterclockwise VR perturbation. B. Loss during adaptation, calculated as the mean-squared
error between the network output and target positions. Line and shaded surfaces, smoothed
mean and 95% confidence interval across networks of different seeds. C. Decay constants for
exponential curves fitted to the loss curves in (B). Circles and error bars, means and 95%
confidence intervals with bootstrapping. *** denotes 0.001, ** 0.01, * 0.05 for paired t-tests.

The structure of neural activity in multi-movement networks is responsible
for their patterns in adaptation

Following de novo learning, there were large differences in activity between single-movement and
multi-movement networks, and subtle differences among multi-networks with different reper-
toires (Figure 2). These differences were reflected in the trends observed during adaptation
(Figure 3). To understand the basis for these differences, we examined how activity is struc-
tured in neural space, since it was a differentiating characteristic for multi-movement networks.
Single-movement networks lack multiple latent trajectories that can be structured with respect
to one another, so we cannot directly manipulate this structure to assess its effects in single-
movement networks. Instead, we focus on how structure affects adaptation in multi-movement
networks.

We quantified structure in the neural space by examining the organization of the latent
trajectories in multi-movement networks during preparation and execution. During both the
preparatory and execution epochs, the latent trajectories were organized congruently to the
movements themselves, with movements reaching to adjacent targets also adjacent in neural
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space (Figure 4A-C). This suggests that changes in the neural space may consequently lead to
congruent changes in the motor output. To quantify this congruence, we measured the Euclidean
distances in the neural manifold between the latent trajectories at corresponding time points
for different movements (Methods). To allow for comparison between different networks that
have different neural spaces, we normalized these distances between movements by the distances
between adjacent time points along the same latent trajectory, which should be comparable
across networks. If the organization within neural space is congruent to the organization in
motor output, we would expect the distances in neural space to be proportional to the distances
in motor output, and this was indeed the case (Figure 4C).
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Figure 4: The structure in neural space of multi-movement networks is responsible
for their patterns in adaptation. Networks were given either angular (A) or categorical
(D) inputs, and after training on repertoires of one to four movements, then had to adapt
to a counterclockwise VR perturbation of 10°. B. Latent activity for an example network
with angular inputs trained on four movements during preparation (500 ms before go cue) and
execution (1000 ms after go cue). Each trace corresponds to the trial-averaged activity for each
movement projected on neural manifold computed before adaptation. Solid lines, activity before
adaptation; dotted lines, activity after adaptation. C. Normalized median Euclidean distances
between latent trajectories during preparation and execution for different movements for the
network in Panel B. E-F. Same as Panels B-C but for an example network with categorical
inputs. G. Motor output following skill-learning for networks with angular inputs. Bottom: Loss
during adaptation training. Traces and shaded surfaces, smoothed mean and 95% confidence
intervals across networks of different seeds. H. Same as (G) but for networks with categorical
inputs. I. Decay constants for exponential curves fitted to the loss curves in Panel G and Panel
H. Circles and error bars, means and 95% confidence intervals with bootstrapping. J. Relative
weight changes during adaptation. Circles and error bars, means of the median changes across
all weights for each seed and 95% confidence intervals with bootstrapping. K. We computed
a ‘deviation angle’ between the ‘adjacent movement vector’ (red solid line in Panel B, E) and
the ‘adaptation vector’ (red dotted line in Panel B, E). L. Circles and error bars, means of the
median deviation angles across all trials and timesteps for each seed and 95% confidence intervals
with bootstrapping. Note the large difference in learning speed (Panel I), relative weight changes
(Panel J), and deviation angle (Panel L) following adaptation between networks with angular
and categorical inputs.

Our results (Figure 4C) indicate that multi-movement networks’ better ability to adapt to
perturbations may be related to having congruent structure in activity space. To demonstrate
this, we devised a manipulation that altered the structure of the network activity without affect-
ing its baseline motor performance after de novo learning. Thus far, we have used continuous
angular inputs that specified the direction to the targets (Figure 4A). We found that we could
enforce a different structure by using ‘one-hot encoded’ binary vectors having no angular in-
formation (Figure 4D, Methods). With these categorical inputs, the latent dynamics during
preparation for different movements no longer had the same organization as the motor output
(Figure 4E), becoming less congruent with the organization of the motor output (Figure 4F).
This was the case even if the motor output was equally accurate across network classes (Fig-
ure 4G,H top) after the initial de novo learning phase.

Having these two classes of networks with different degrees of congruency in the structure in
their neural activity with respect to the motor output allowed us to directly examine our predic-
tion that greater congruence would aid adaptation. Indeed, while the performance for networks
with angular and categorical inputs was comparable following adaptation (Figure 4G,H bottom),
adaptation was in general faster for networks with more congruence (angular input networks)
than networks with less congruence (categorical input networks) (Figure 4I), suggesting adapta-
tion was easier (compare Figure 4G and H). Within the angular input networks, adaptation was
also faster for those with larger movement repertoires (Figure 4G), but this trend was absent for
networks with categorical inputs (Figure 4H). Lastly, single-movement networks lacking struc-
ture in neural space were unaffected by the difference in input encoding (Figure 4G,H). These
results confirm that congruence between the structure of the latent trajectories in neural space
and the structure in the motor output is important to facilitate adaptation.

After establishing that structure in neural space shapes motor adaptation, we sought to
understand what property of the networks with angular inputs allowed models with greater
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repertoires to adapt faster. We had previously shown that the structure of multi-movement
networks organizes the dynamics and allows them to produce intermediate movements that
they have not been trained on (Figure 2G,I; Figure S4B,C). Thus, by having been trained
to generate a broader range of motor outputs, the more defined structure of larger repertoire
networks in neural space may allow them to produce more intermediate activity states. These
intermediate states may facilitate adaptation by avoiding the need to learn new activity patterns.
When modeling learning using RNN models, connectivity must be altered in order to change
the activity patterns that can be produced3,26. This implies that if large repertoire networks
do exploit intermediate states provided by additional movements, they would require smaller
adaptive weight changes than smaller repertoire networks. This was indeed the case, but notably
it only occurred in the more congruently structured networks with angular inputs (Figure 4J).

While this confirms that networks with larger learned repertoires require smaller changes
for adaptation, it is unclear how intermediate states contribute to these changes. To explore
the role of these intermediate states, we examined how the network activity evolved during
adaptation. If we assume that intermediate states exist between the latent trajectories for each
movement, we would expect the latent trajectories to move along these states during adaptation,
in the direction of other latent trajectories. To measure this, we defined a ‘deviation angle’ that
quantifies how changes in the trajectories during adaptation deviate from the path afforded
by the existing potential intermediate states created during de novo learning (Figure 4K; for
validation of this metric on motor cortical recordings from monkeys performing the same VR
task6, see Figure S6). If the network is using existing intermediate states, we would expect these
angles to be small. Indeed, the angular encoding networks that had more congruent structure
than the categorical networks also had smaller deviation angles (Figure 4L), with the differences
paralleling those seen in the adaptation speed (loss curve decay constants) and relative weight
changes (Figure 4I,J).

PC2
PC3

no structure incongruent
structure

congruent structure,
poorly defined

congruent structure,
well-defined

PC1

PC2'
PC3'

PC1'

PC2''
PC3''

PC1''

PC2'''
PC3'''

PC1'''

A B C D

Different levels of structure in neural activity space

Figure 5: Neural spaces can have different levels of structure. Neural structure is de-
fined as the organization of the latent dynamics in neural space. Networks can have no structure
(A, e.g. single-movement networks). Networks can have neural structure that is incongruent
(B, e.g. two-movement networks with categorical inputs) or congruent (C, e.g. two-movement
networks with angular inputs) to the structure of the motor output . Additional movements can
provide more intermediate states to better define the structure (D, e.g. four-movement networks
with angular inputs)–similar to how additional columns can provide additional support across
a building’s framework.

In summary, how latent activity is structured in neural space has a large impact on motor
adaptation. Critically, the existing structure determines the organization of the latent dynamics
and allows for intermediate states between learned movements, thereby facilitating VR adapta-
tion only if this structure is congruent to the motor output structure. Without any structure to
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guide adaptation, single-movement networks adapted the most slowly to our VR perturbation
(Figure 5A). Without congruent structure, multi-movement networks with categorical inputs
(Figure 5B) adapted more slowly than those with angular inputs (Figure 5C). Finally, with
more movements to provide more intermediate states across the structure, networks with the
largest repertoires adapted the fastest (Figure 5D).

Structure in neural space can facilitate or impede adaptation

While we found that different degrees of structure in neural space affect adaptation, until now
we have only examined adaptation to a VR perturbation. Networks with larger repertoires
adapted more quickly only if they had angular inputs. In this case, their latent dynamics were
organized by the angular direction of the movements (Figure 4B), allowing them to adapt more
quickly to a perturbation that required angular changes in the motor output (Figure 4G). Thus,
we hypothesised that the structure across the inputs, the neural space, and the perturbation all
need to be congruent for adaptation to be facilitated.

To test this hypothesis directly, we examined how networks adapted to a different type of
perturbation that was congruent with the organization of categorical inputs but not with that
of angular inputs. In this ‘re-association’ perturbation (Figure 6A), the cues and targets were
rearranged such that the network needed to re-associate learned reaches to different known
target cues26. Since this perturbation requires adaptation to categorical rather than angular
changes, we predicted that multi-movement networks with categorical inputs would adapt more
easily than would those with angular inputs.
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Better adaptation only when structure in the inputs, neural space, and perturbation are congruent

Figure 6: Structure in neural space can facilitate or hinder adaptation. A. Networks
with angular or categorical inputs adapted to a re-association rather than a visuomotor rotation
perturbation. B. Loss during adaptation training for networks with angular inputs with varying
motor repertoires. Traces and shaded surfaces, smoothed mean and 95% confidence intervals
across networks of different seeds. C. Motor output following adaptation training. D. Latent
trajectories during preparation (see 4A) for one example seed. E-G. Same as Panels B–D but
for networks with categorical inputs. Note that in this case networks with angular encoded could
not adapt to the perturbation whereas networks with categorical inputs did.

Indeed, networks with categorical inputs adapted to the re-association perturbation (Figure 6
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B,C), whereas networks with angular inputs were unable to adapt (Figure 6 E,F) despite com-
parable performance following de novo learning (Figure 4G,H top, Figure S7). For both classes
of networks, the latent trajectories maintained their general structure (Figure 6D,G), suggesting
that the networks adapted by reusing activity patterns in the existing intermediate states rather
than by exploring new ones. However, for networks with angular inputs, neighboring latent
trajectories interfered with one another during adaptation such that the adapted motor output
became overlapped (Figure 6C,D). Thus, the existing structure in neural space now harmed
adaptation instead of facilitating it. Together, these results suggest a fundamental relationship
between the structure of neural activity following de novo learning and the ability to adapt to a
subsequent perturbation: the underlying structure can facilitate adaptation if it is congruent to
the perturbation, but it can also hinder adaptation if the perturbation is incongruent. Having
well-defined structure in activity space also hindered adaptation to other types of perturbations
that required greater changes in the motor output (Figure S8). In conclusion, structure in the
neural space can shape adaptation by facilitating adaptation under small changes or interfering
with adaptation under larger changes.

Discussion

Adapting to an external perturbation requires the generation of new activity patterns whose
availability is likely shaped through long-term motor skill learning. Motor repertoires from
different learning experiences thus provide different baselines for adaptive activity to evolve.
Here, we examined how learning different repertoires shapes the underlying structure in neural
space and consequently impacts motor adaptation using RNNs. We hypothesized that having
a larger repertoire of motor skills could facilitate adaptation since more activity patterns would
be readily available. Indeed, we found that networks with larger repertoires could adapt to
perturbations more quickly. However, to our surprise, this was true only if (1) the structure
of the inputs, the neural space, and the perturbation are all congruent; and (2) small changes
in network weights are sufficient. These results suggest that adaptation is affected by both the
repertoire of existing activity patterns and the organisation of these patterns in neural space.

Relation to previous work

Previous work showed that, during a carefully designed BCI adaptation experiment, short-term
adaptation could be achieved by re-associating existing neural activity patterns, such that the
overall repertoire of neural activity patterns remains the same following adaptation27. Other
adaptation studies observed that neural activity was shifted following adaptation4,6. Notably,
however, this shift only occurred under force field perturbation, and not under VR perturba-
tions4,6, suggesting that our modeling results may fall under the former re-association regime.
Indeed, all multi-movement networks readily had the ability to produce the activity patterns
necessary for adaptation following de novo learning: they were able to adapt to perturbations
during adaptation training even with frozen recurrent weights (Figure S7E,F), showing that
recurrent weight changes that produce new activity patterns were not necessary. Within this
regime, more structured networks still adapted more easily, suggesting that the underlying struc-
ture determines how easily activity patterns can be deployed during adaptation. This adds an
additional layer of complexity to studies investigating adaptation within the existing neural
manifold15,19,40.

Furthermore, we uncovered a relationship between input structure, neural structure, and per-
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turbation structure that could lend insight to previous findings. Work on ‘structural learning’
showed that participants adapted more easily to novel perturbations that have the same struc-
ture as perturbations from prior experience35,41. They argued based on behavioural data that
knowing this structure facilitates learning by facilitating exploration of a previously acquired
low-dimensional ‘task-related’ space. Here, we showed that structure of external cues during
learning can shape how the latent trajectories are structured (Figure 4, Figure 6). These latent
trajectories define a low-dimensional neural manifold along which further adaptation evolves,
providing a potential neural substrate for those behavioural observations.

Experimental predictions

We can make several experimental predictions based on our results. First, while it is experi-
mentally difficult to examine long-term learning on the timescales we are interested in, we may
be able to test our predictions in long training sessions that employ repeated movements. In
Verstynen and Sabes42, the authors showed that participants had more varied reach angles to-
wards a given target when a series of recently performed reaches had more variance. These
experience-dependent changes in variance mirror those we saw in our simulations (Figure S2),
where networks that learned more movements had greater variance and less precision in the
motor output (Figure 2E). These similarities suggest that we could perhaps use longer training
sessions to study some effects of long-term learning on short-term adaptation. Thus, using a
similar experimental setup as Verstynen and Sabes42, we predict that there would be a trade-off
between motor output precision and robustness to neural noise39 when more movements are
learned through repetition, as shown by our model (Figure 2E,F).

Second, while there were some differences between multi-movement networks of different
sizes, the greatest differences were between single and multi-movement networks (Figure 2).
Multi-movement networks with the same distribution of learned movements had similar ease
in adaptation (Figure 3B,C; Figure S4D,E), since networks were able to produce activity for
intermediate movements within the distribution. Thus, we predict that participants would
adapt more quickly if they learn a larger distribution of movements, and learning fine-tuned
movements within the distribution would provide smaller benefits.

Third, the structure of the inputs shaped how the networks adapted under different per-
turbations since it changed the underlying structure in neural space (Figure 4, Figure 6). By
comparing networks and monkeys trained on the center-out reach task, we saw that the devia-
tion angles in the monkey neural activity were more similar to those for networks with angular
inputs (Figure S6). Classically, the center-out reach task has been performed by showing par-
ticipants the position of the reach target (e.g. Refs. 6,43). Visually, this is perhaps more similar
to the angular inputs since it specifies the angular location of the target. To further examine
the potential impact of the structure of the inputs on learning, discrete inputs could be used
instead by cuing targets with different shapes or colors rather than the explicit target location.
Under different types of cues, we would predict different patterns of adaptation under different
kinds of perturbations such as a VR or the re-association perturbation we have studied.

Model limitations and future work

To assess how different motor repertoires affect adaptation, we trained the networks in two
stages: de novo learning of multiple movements followed by adaptation on a single movement.
This set-up makes the networks vulnerable to catastrophic forgetting, since the networks may
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forget the other movements that are not being trained on during adaptation. Training with
FORCE learning44 was especially susceptible to catastrophic forgetting: following adaptation,
networks were largely unable to produce output for the other movements (Figure S5). In con-
trast, training with stochastic gradient descent was largely able to overcome catastrophic forget-
ting (Figure S5) without overwriting the initial network (Figure S9). Consequently, we decided
to use stochastic gradient descent throughout our simulations since it was more behaviorally
relevant.

By directly relating the network model activity to motor output, we aimed to model popula-
tion activity in the motor cortex, which is the main cortical area that projects to the spinal cord
to create movement45. While the model has similarities to experimental recordings in monkey
motor cortex (Figure S6), it has not been explicitly fitted to neural data (e.g. Refs. 30,46–48).
Thus, our model is largely region-agnostic, and it is still unclear where these neural changes due
to motor learning and adaptation may occur. Motor learning seems to be associated with activ-
ity changes across cortical regions such as the premotor cortex5,49, primary motor cortex6,50,51,
parietal cortex52,53, as well as other structures such as the cerebellum54–56 and perhaps even
basal ganglia57,58. How these different regions interact to affect skill learning and adaptation is
an ongoing area of study, and future work could use modular and area-specific networks that
are constrained by neural data to tease apart their contributions46–48.

Future work can also examine more complex motor skills. Here, we have focused on simple
movements adapted from the center-out reach task since it allowed us to compare the motor
output and latent dynamics to experimental data. We can expand on this work to examine more
complex and realistic repertoires that include different behaviors like grasping and squeezing,
along with more complex modeling of arm kinematics59. Different actions have been shown
to occupy different parts of neural state space12,14, so different combinations of behaviors may
alter the underlying manifold and affect subsequent adaptation to perturbations on any given
behavior.

Finally, a recent computational model has identified context as a critical factor to unify many
aspects of motor learning60. Since our results show that external cues can create structure in
neural space (Figure 4), different contexts may similarly be represented by different structures,
allowing learning to switch between contexts.

Conclusion

We have shown that de novo skill learning shapes adaptation by creating structure in neural
space. This structure is critically modulated by the properties of external inputs during learning,
to the extent that two sets of networks that know the same set of movements equally well can
exhibit opposite trends when adapting to the same perturbation. Knowing a larger repertoire
of movements often facilitates adaptation, but only under certain conditions. First, this holds
true only if small changes are needed, demonstrating trade-offs in skill acquisition. Second,
the perturbation must be aligned with the structure of the underlying latent dynamics, further
highlighting how external cues during learning can shape structure in neural space and subse-
quent adaptation. While we have examined this formation of structure in the context of motor
learning, similar structural constraints may arise in other systems, shaping not only motor but
also cognitive processes.
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Methods

Task

We trained recurrent neural networks to perform a standard center-out reach task, which is
commonly used in experimental settings to examine motor control. We modified existing exper-
imental data for reaches using the task design of Ref. 6. In the experiment, a monkey controlled
a cursor on a computer screen using a 2-D manipulandum. The cursor starts in the middle of
a circle with a radius of 8 cm and it must reach to possible targets spaced around the circle.
The monkey is shown which target to move to at a target cue, but they must delay movement
until a later go cue. To understand how existing skill sets affect motor adaptation, we created
four skillsets of different sizes, ranging from one to four reach movements to one to four targets,
respectively. We adapted experimental reaches of one monkey, Monkey M, from Ref. 6 to create
the target reaches for each movement by rotating the experimental reaches to different targets
that we defined. In our case, the targets were equally spaced around an arc of the circle. Unless
specified otherwise, the arc spanned from -10° to -50°. Networks were trained on one of these
four skillsets. By using different numbers of movements in each skill set, we were able to examine
how a network that knows more movements may adapt differently than a network that knows
less. Each trial lasted 4.0s: the target and go cues were randomly selected for each trial, with
the target cues between 1.0-2.5s and the go cues between 2.5-3.0s.

To examine network performance without trial-to-trial movement variability, which was in-
herent in experimental reaches, we also created skillsets with synthetic reaches. These synthetic
reaches had varied go and target cues, as in the experiments, but the target position profiles of
each reach was the same across trials. Each synthetic reach lasted 1.0s and the position profile
was defined by a sigmoid for each time t for the length of the reach l = 8cm:

l

1 + e−12t+6
(0.1)

To assess motor adaptation, we examined how networks adapted to a visuomotor rotation
(VR), a common perturbation used in experimental settings. To simulate VR, we rotated
the output position of the network counterclockwise by θr during adaptation trials. We used
rotations with θr = 10°, 30°, or 60°. We also examined how networks adapted to visuomotor
re-associations where the target cues and targets are rearranged, such that the network must
reach to a different known target given a known target cue.

Neural network model

Network architecture

The model dynamics were given by:

τ ẋi(t) = −xi(t) +

N∑
j=1

Jijrj(t) +

I∑
k=1

Biksk(t) + ηi(t) (0.2)

where xi is the hidden state of the ith unit and ri is the corresponding firing rate following
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tanh activation of xi. The network has N = 300 units and I inputs. The time constant
τ = 0.05s, the integration time step dt = 0.01s, and the noise η is randomly sampled from the
Gaussian distribution N (0, 0.2) for each time step. The initial states xt=0 are sampled from
the uniform distribution U(−0.1, 0.1). The network is fully recurrently connected, with the
recurrent weights Jij initially sampled from the Gaussian distribution N (0, g√

N
), where g = 1.2.

The time-dependent stimulus inputs s (specified below) are fed into the network, with input
weights B initially sampled from the uniform distribution U(−1.0, 1.0).

Two types of sustained inputs s were used in our networks. For the angular inputs, s
is 3-D and consists of a 1-D fixation signal and a 2-D target signal (2 cos θtarget, 2 sin θtarget)
that specifies the reaching direction θtarget of the target. For the categorical inputs, s is 5-D and
consists of a 1-D fixation signal and a 4-D one-hot encoded target signal with the same amplitude
(e.g. (0,0,2,0)) that does not provide information about the target’s angular direction. For both
types of inputs, the fixation signal starts at 2 and goes to 0 at the go cue and the target signal
remains at 0 until the task cue.

The networks were trained to produce 2-D outputs p corresponding to x and y positions of
reach trajectories, and they are read-out via the linear mapping:

pi(t) =
N∑
k=1

Wikrk(t) (0.3)

where the output weights W are sampled from the uniform distribution U(−1.0, 1.0). During
VR adaptation trials, p is rotated counterclockwise according to a perturbation angle θr.

Training the model

Networks were optimized to generate positions of reach trajectories modified from Ref. 6. The
training and testing datasets were created by pooling successful trials during baseline epochs
across all experimental sessions for Monkey M (2208 trials: 90% training, 10% test). The
experimental data was modified for each repertoire (see Task), and equal numbers of trials for
each reach direction were included for each repertoire.

Unless otherwise specified, networks had to learn their input weights B and recurrent weights
J while the output weights W remained fixed. To model motor skill learning, we initially trained
the networks on skillsets with one to four movements, using the Adam optimizer with an initial
learning rate l = 10−4, first moment estimates decay rate β1 = 0.9, second moment estimates
decay rate β2 = 0.999, and epsilon ϵ = 1e − 8. Then, to model motor adaptation, we trained
the pre-trained networks to either counteract a VR or re-associate targets and target cues, using
stochastic gradient descent with a fixed learning rate l = 5−3, unless otherwise specified. We used
a faster learning rate during adaptation to model faster short-term learning compared to long-
term skill learning. To assess how existing skillsets may shape adaptation on a given movement,
networks were only trained to counteract the VR on the one target that all skillsets share (i.e.
the -10° reach), such that performance was comparable across networks with different skillsets.
Initial training was implemented with 750 training trials and a batch size B = 64. Adaptation
training was implemented with either 100 training trials for VR perturbations or 300 training
trials for reassociation perturbations, and a batch size B = 64. All training configurations
were performed on 10 different networks initialized from different random seeds. To examine
adaptation under an alternate learning algorithm, we also trained the networks to counter the
VR perturbation using FORCE learning44 with a learning rate of 100.

16

.CC-BY-NC 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted May 24, 2023. ; https://doi.org/10.1101/2023.05.23.541925doi: bioRxiv preprint 

https://doi.org/10.1101/2023.05.23.541925
http://creativecommons.org/licenses/by-nc/4.0/


The loss L was the mean squared error between the 2-D output and target positions over
each time step t, with the total number of time steps T = 400. The first 50 time steps were not
included to allow network dynamics to relax:

L =
1

2B(T − 50)

B∑
b=1

T∑
t=50

∑
d=1,2

(ptargetd (b, t)− poutputd (b, t))2. (0.4)

To produce dynamics that align more closely to experimentally estimated dynamics28,29, we
added L2 regularization terms for the activity rates and network weights in the overall loss
function LR used for optimization:

LR = L+RW +RR (0.5)

where

RR =
β

BTN

B∑
b=1

T∑
t=0

N∑
n=1

rn(b, t)
2 (0.6)

and
RW = α(||J ||+ ||B||+ ||W ||) (0.7)

where β = 0.5 and α = 0.001. Note that the loss recorded in the main text was the loss L before
regularization, and it was smoothed with a backward moving average of five trials. We clipped
the gradient norm at 0.2 before applying the optimization step.

Data Analysis

Analyses on the neural activity were examined for both the preparation and execution epochs
of the movement, taken as 500 ms before and 1000 ms after the go cue, respectively.

To assess how latent dynamics change during motor learning and adaptation, we examined
the neural activity space of the networks. In the activity space of a population of n neurons, each
point denotes the state of the neural population, and each axis corresponds to the firing rate of
a specific neuron. To obtain smooth firing rates through time, we applied a Gaussian kernel (std
= 50 ms) to the activity rates from the networks. We identified a lower m-dimensional neural
manifold in the activity space by applying PCA to the smoothed firing rates of the neurons.
PCA finds orthogonal basis vectors (principal components or PCs) that maximally captures the
variance in the population activity. PCA finds n PCs for an n-dimensional space, but we sorted
the PCs by their corresponding eigenvalues to get the k-leading PCs, or neural modes, that
capture the majority of the variance. Here, we used k = 10, which captured more than 80% of
the variance in our network activity. We projected the original smoothed firing rates onto the
neural modes to get the latent dynamics of the networks.

To measure the variability in activity and motor output, we aligned trials by the go cue
and measured the variance across trials for the same reach at corresponding time points. To
compare the variance in latent dynamics across different neural spaces, we first normalized
the latent dynamics by the median distances between trial-averaged time points within the
neural space before calculating the variance. Variance in unit activity and latent dynamics
was calculated during both preparation and movement, while variance in output position was
calculated during movement. Reach angles were calculated based on the mean angle for the
entire reach during movement, and the variance was calculated across trials. To determine how
patterns in variance in the motor output can differ from those in the activity, we examined the
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variance in unit activity in the output-potent and output-null subspaces38. Unit activity was
directly related to the motor output through the read-out weights W of the networks. The
output-potent dimensions were then the row space of W while the output-null dimensions were
the null space of W . We projected the unit activity onto these dimensions to get the activity in
the respective subspaces.

To assess how the underlying neural manifold changes during motor adaptation, we visualized
these changes by projecting both the unit activity before and after adaptation onto the neural
modes of the manifold before adaptation (Figure 4B, E). We quantified the manifold overlap
before and after adaptation training as specified in Ref. 32, adapted from Ref. 61. To find the
manifold overlap between the manifolds of two network activities A1 and A2, we first find the
covariance matrix C1 of A1 and project it onto its neural manifold identified through PCA. We
then find the covariance matrix C2 of A2 and project it onto the neural manifold of A1. To
quantify the variance explained by these projections, we divide the trace of these projections by
the trace of the corresponding covariance matrices:

β1 =
Tr(V1C1 V

T
1 )

Tr(C1)
β2 =

Tr(V1C2 V
T
1 )

Tr(C2)
(0.8)

where V1 are the first 10 principal components resulting from PCA on A1. Here, β1 is the
variance in A1 that can be explained by the neural manifold for A1 while β2 is the variance in
A2 that can be explained by the neural manifold for A1. We then calculate the manifold overlap
as the ratio β2/β1.

Changes in the neural manifold are driven by changes in synaptic connectivity, so we also
measured the relative weight change dW before and after adaptation training:

relative dW =

∣∣∣∣Wafter −Wbefore

Wbefore

∣∣∣∣ . (0.9)

To examine the direction of these changes in the manifold relative to the initial shape of the
manifold, we defined a metric called the ‘deviation angle’. First, we define ‘adjacent movement
vectors’ vadj between corresponding time points of the trial-averaged latent trajectories of the
first movement xm1 and its adjacent movement xm2 (the second movement) before adaptation:

vadj(t) = xm2(t)− xm1(t) (0.10)

These vectors quantify the general shift from one movement to the next in neural space and
approximate the shape of the manifold between the adjacent movements. Then, we perform a
similar computation for the first movement before (xm1) and after (x̃m1) adaptation to get the
‘adaptation vector’ vadp that quantifies the general shift during adaptation:

vadp(t) = x̃m1(t)− xm1(t). (0.11)

We define the ‘deviation angle’ as the angle between these two vectors, which measures how
changes in adaptation deviate from the path afforded by the existing scaffolding before adapta-
tion.

To measure the degree of structure in the neural space, we quantified the median distance
D between the trial-averaged latent dynamics x1 and x2 for each pair of movements over all
corresponding time points t:

D = med(||x1(t)− x2(t)||). (0.12)

To compare these distances between movements across different neural spaces, we normalized by
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the median distances between time points within each movement, pooled across all movements
m:

D̂ =
D

med(||xm(t)− xm(t− 1)||)
. (0.13)

Neural spaces with more structure should have similar distances in neural space between latent
trajectories for movements that have similar distances in motor output.

Experimental comparison

To verify that the networks produced realistic latent dynamics, we trained the networks on
the original 8-target center-out reach task defined in Ref. 6 (see Task). The target trajectories
for training and testing were based on reach trajectories during successful trials pooled from
all sessions for Monkey M (see Training the model). Following training, we compared the
simulated activity to experimental activity recorded from motor cortex during one baseline
session for Monkey M6. We pre-processed the experimental recordings by removing units with
trial-averaged firing rates less than 5 Hz and applying a Gaussian kernel (std = 50 ms) for the
binned square-root transformed firings of each unit (bin size= 30 ms). We then substracted the
cross-condition mean. To compare the latent dynamics (see Data Analysis), we used Canonical
Correlation Analysis (CCA), which finds new directions (canonical correlations or CCs) in the
neural manifold that maximize the pairwise correlations between two data sets when they are
projected on these directions62. Canonical correlation values that are associated with these CCs
range from 0 to 1, with 1 being complete correlation.

To verify the ‘deviation angle’ metric, we trained the networks to counteract a 30° VR
perturbation on all 8 targets and compared the deviation angles to those found in two monkeys
performing the same adaptation (3 sessions for Monkey C, 3 sessions for Monkey M) . Deviation
angles were found for the latent dynamics corresponding to reaches for all 8 targets. We also
calculated deviation angles for shuffled targets and time points as a control for the networks.
To compare the deviation angles with the extent of adaptation, we calculated error curves for
the monkeys based on the angular error of their reaches in the first 150ms and calculated decay
constants for exponential curves fitted to these error curves, as we did for the loss curves during
training for the networks.

Data availability

The data that support the findings in this study are available from the corresponding authors
upon reasonable request.

Code availability

All code to reproduce the main simulation results will be made freely available upon publication
on GitHub.
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[52] Hélène Gréa, Laure Pisella, Yves Rossetti, Michel Desmurget, Caroline Tilikete, Scott
Grafton, Claude Prablanc, and Alain Vighetto. A lesion of the posterior parietal cortex dis-
rupts on-line adjustments during aiming movements. Neuropsychologia, 40(13):2471–2480,
January 2002.

[53] Pratik K. Mutha, Robert L. Sainburg, and Kathleen Y. Haaland. Left parietal regions are
critical for adaptive visuomotor control. Journal of Neuroscience, 31(19):6972–6981, May
2011.

[54] Joseph M. Galea, Alejandro Vazquez, Neel Pasricha, Jean-Jacques Orban de Xivry, and
Pablo Celnik. Dissociating the roles of the cerebellum and motor cortex during adaptive
learning: the motor cortex retains what the cerebellum learns. Cerebral Cortex (New York,
NY), 21(8):1761–1770, August 2011.

[55] Jordan A. Taylor, Nola M. Klemfuss, and Richard B. Ivry. An explicit strategy prevails
when the cerebellum fails to compute movement errors. Cerebellum (London, England),
9(4):580–586, December 2010.

[56] K. Rabe, O. Livne, E. R. Gizewski, V. Aurich, A. Beck, D. Timmann, and O. Donchin.
Adaptation to visuomotor rotation and force field perturbation is correlated to differ-
ent brain areas in patients with cerebellar degeneration. Journal of Neurophysiology,
101(4):1961–1971, April 2009.

[57] Joshua T Dudman and John W Krakauer. The basal ganglia: from motor commands to
the control of vigor. Current Opinion in Neurobiology, 37:158–166, April 2016.

24

.CC-BY-NC 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted May 24, 2023. ; https://doi.org/10.1101/2023.05.23.541925doi: bioRxiv preprint 

https://doi.org/10.1101/2023.05.23.541925
http://creativecommons.org/licenses/by-nc/4.0/


[58] Ta-Chu Kao, Mahdieh S. Sadabadi, and Guillaume Hennequin. Optimal anticipatory con-
trol as a theory of motor preparation: a thalamo-cortical circuit model. preprint, Neuro-
science, February 2020.

[59] Olivier Codol, Jonathan A. Michaels, Mehrdad Kashefi, J. Andrew Pruszynski, and Paul L.
Gribble. MotorNet: a Python toolbox for controlling differentiable biomechanical effectors
with artificial neural networks, February 2023.
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Supplementary Figure S1: Networks that can generate multiple movements produce
more constrained neural dynamics. This figure presents additional data for Figure 2B-D,
and compares different variables across networks with different repertoires producing the same
common movement. A. Unit activity for one example unit for networks trained on one (yellow)
or two (orange) movements. Networks had the same random seed. Traces, different trials. B.
Variance in unit activity, calculated per timestep across all trials for example unit in Panel A. C.
Distributions for variance in unit activity, pooled across all units for one example seed. Dashed
lines, median. D-F. Same as Panels A-C but for the 2nd dimension of the latent dynamics
in Panels D-E and for all dimensions in Panel F. G-I. Same as Panels A-C but for the motor
output. In Panels G-H: Solid line, position along the x axis; dotted line, position along the y
axis.
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Supplementary Figure S2: Networks reproduce experimental results from Ref. 42.
A. This study examined the variance in reach angles to a given target following repeated move-
ments sampled from a normal distribution around the target with different standard deviations.
Larger variance of known movements was correlated with larger variance in reach angle. Figure
modified from Fig. 2A from Ref. 42. B. Networks initially trained on different repertoires were
tested on one shared movement. Networks trained on larger repertoires had a larger variance of
known movements, and this was also correlated with larger variance in reach angle.
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Supplementary Figure S3: Constrained dynamics are not a byproduct of variability
in the monkey movements they were trained on. Networks were trained to produce
motor output (B) based on simulated (A) rather than actual ”hand trajectories”. C-E. Same
as Fig.2C-D but for networks trained on simulated hand trajectories. Note that the patterns
remained the same as when trained on actual hand trajectories.
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Supplementary Figure S4: Networks can generalize and adapt to perturbations
that require movements within a learned range. A. Networks were trained on repertoires
with movements that spanned different ranges (top). The range -10° to -50°, denoted by an red
asterisk, was used for all simulations in the main text. B-C. Networks trained on two-movement
repertoires in their respective ranges (i.e. a movement to -10° and a movement to -50° for the
-10° to -50° range) were tested on target cues for movements equally spaced between 30° and -90°
to assess whether they could generalize to movements they were not trained on. The target cues
were chosen such that networks were tested on movements they knew (‘Trained’), movements
that were within the range of known movements (‘Within’), and movements that were outside
the range (‘Outside’). B. Motor output for the target cues for each movement for a sample
network. Colors, target cues; circles, targets for each movement. Colors for target cues that
the networks have not been trained on have lower opacity. Grey backgrounds denote the range
of known movements. C. Mean-squared error between the network output and target positions
for previously ‘Trained’ movements, and movements ‘Within’ or ‘Outside’ the range of known
movements. Note that MSE was lower for ‘Within’ movements, showing that the networks can
generalize. D. Loss during adaptation training with counterclockwise VR perturbations of 10°.
Traces and shaded areas, mean and 95% confidence interval across networks of different seeds.
E. Decay constants for exponential curves fitted to the loss curves in Panel D. Circles and error
bars, mean and 95% confidence interval with bootstrapping.
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Supplementary Figure S5: Adaptation training with stochastic gradient descent
(SGD) is better at overcoming catastrophic forgetting than FORCE. Following skill
learning, networks were trained to adapt to counterclockwise VR perturbations of 10° on one
movement, using either SGD or FORCE. Motor output (A) and MSE (B) for all movements
in known repertoires following adaptation training. Note that networks trained with FORCE
had worse ‘catastrophic forgetting’ (that is, forgetting of previously trained tasks when learning
new tasks) of other movements that were not perturbed during adaptation training. Loss during
adaptation training with SGD (C) and FORCE (D). Traces and shaded areas, mean and 95%
confidence intervals across networks of different seeds.
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Supplementary Figure S6: Recurrent neural networks produce realistic neural dy-
namics. A. Hand trajectories produced by a monkey performing an eight-target center-out
reaching task. Data from Ref. 6 (pooled from all sessions for Monkey M, see Methods). B.
Simulated motor output when RNNs were trained on the same center-out reaching task with
angular inputs. C Canonical correlation values between experimental and simulated latent dy-
namics. D. Projections of the experimental (colored) and simulated (grey) latent dynamics onto
the first three axes identified through canonical correlation analysis. E-G. RNNs were trained
on the center-out reaching task with either one-hot encoded (‘categorical’) or angular inputs,
and compared to two monkeys trained on the same task (Monkey C and Monkey M). Data from
Ref. 6. E. The ‘deviation angle’ (Figure 4K) was calculated and pooled for the latent activity of
all targets before and after adaptation to a visuomotor rotation. Circles and error bars, median
and 95% confidence intervals with bootstrapping. Grey, control with shuffled targets and time
points. F. Deviation angles compared to the angular error of reaches for the monkeys for each
session. G. Deviation angles compared to the decay constants fit to learning curves based on
the angular reach errors. Note that Monkey C had smaller deviation angles and learned faster
(more negative decay constants).
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Supplementary Figure S7: Adaptation with fixed input or recurrent weights. Loss
during adaptation training with 10° counterclockwise VR perturbations with fixed input weights
for networks with angular (A) and categorical (B) inputs (for 100 training trials). Traces and
shaded areas, smoothed mean and 95% confidence intervals across networks of different seeds. C,
D. Same as Panel A, B but for reassociation perturbations (for 300 training trials). Note that the
results from Figure 6A,D held when the input weights were frozen such that the networks could
not simply rely on changing the input weights to counteract re-association. E, F. Same as Panels
A, B but with fixed recurrent weights (for 1000 training trials). Note that the patterns remain
the same as in the main text, where networks were trained with plastic input and recurrent
weights, although at longer timescales.
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Supplementary Figure S8: Structure in neural space hinder adaptation when larger
changes are required. Networks were given angular inputs and adapted to ‘more challenging’
VR perturbations than the 10°rotations examined thus far. A. Loss during adaptation training
for a VR of 30°. B. Loss during adaptation training for a VR of 60°. For both perturbations,
smaller multi-movement networks adapted more quickly than larger multi-movement networks,
contrary to previous results under smaller perturbations of 10° (Figure 3D). Note that this effect
occurred when the movement needed to counter the adaptation was both within (for the 30°
VR) and outside the range (for the 60° VR) of the known movements.
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Supplementary Figure S9: Adaptation to VR perturbation is within-manifold. Man-
ifold overlap (see Methods) for network activity between skill learning and adaptation to a VR
perturbation of 10° for networks with angular (A) and categorical (B) inputs. Line colors de-
note different random seeds.
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